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Semi‐Blind Speaker Extraction Performed
On‐line on Dense Microphone Array

J. Čmejla, T. Kounovský, J. Janský, J. Málek, M. Rozkovec, and Z. Koldovský

We present an experimental device for speaker extraction and physical tracking and demonstrate its use in real condi‐
tions. The device is equipped with a dense planar array consisting of 64microphones mounted on a rotating platform. Blind
source extraction algorithms controlled by x‐vector piloting are used to extract the desired speaker, which can be physically
tracked by the rotating microphone array.
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Introduction
We present the experimental device, shown in Fig.1,

and demonstrate it’s speaker extraction capabilities. The
device consists of a rotating array of microphones, a step‐
per motor, and electronic circuitry for control, sampling,
and signal transmission. The device is connected to a
computer runningMATLAB, where advancedmethods for
semi‐blind speaker extraction are processing signals on‐
line. The device output yields an extracted signal of the
desired speaker.

Algorithm
The algorithm’s job is to take the input mixture, ex‐

tract the selected source of interest (SOI), and estimate
SOI’s angular position w.r.t. the direction the array is cur‐
rently facing. The source extraction can be performed by
one of the three selected algorithms:

• CSV‐AuxIVE [1],
• QuickIVE [2],
• FastDIVA [3].

All of these algorithms employ an advancedmixingmodel
called CSV (Constant Separating Vector), which is a semi‐
time‐variant linear mixing model that allows for move‐
ment of SOI within the current data context [3, 4]. The
algorithms are used in a batch‐online processing mode,
i.e. they operate on a limited context of incoming data
with overlaps between batches.

To ensure that the blind algorithm converges to the
desired source (the so‐called global permutation prob‐
lem), a piloted version of the extraction algorithm is used.

The pilot is a signal that is correlated with SOI’s activ‐
ity ‐ in our case, we employ a speaker‐identification sys‐
tem based on X‐vectors. This system consists of a time‐
delayed neural network, which extracts speaker embed‐
dings, an a PLDA classifier that compares newembeddings
to known speaker embeddings (prerecorded one noise‐
less utterance of each speaker in advance) [5]. This al‐
lows the system to find frames where SOI is dominant, i.e.
frames that allow the extraction algorithm to easily con‐
verge on the correct source.

Figure 1: 64 microphone array board with a rotary platform. 20×20
cm version of the board.
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Device
The device consists of 2 distinct parts: the micro‐

phone array and the rotary platform. The microphone ar‐
ray contains 64 MEMSmicrophones arranged in a vertical
planar grid ‐ 8×8with 2 cm equidistant spacing. The sam‐
pled signals from the microphones are processed by an
FPGA controller, which handles synchronization, batch‐
ing, serialization and transfer to the main PC via Ethernet
using the standard Transmission Control Protocol (TCP).

The rotary platform allows unlimited rotation of the
array. The construction has been designed for and man‐
ufactured on a regular FDM 3D printer. The rotation is
driven by a NEMA 17 stepper motor connected to the
main shaft by a GT2 timing belt. Noiseless operation is
achieved by using a TMC2209 silent stepper driver, con‐
trolled by an Arduino Nano microcontroller, which re‐
ceives commands using a serial interface.

Software
Device control software (screenshot shown in Fig. 2)

is implemented in MATLAB.

Figure 2: Device control software interface (Matlab GUI).

The software handles the following tasks:

• communication and data acquisition from the mi‐
crophone board controller,

• on‐line source extraction and source tracking calcu‐
lations,

• communication with the stepper motor controller.

The GUI provides an easy way of selecting the current
source of interest from a list of available speakers. This list
contains distinct speakers for whom an enrollment data is
available. This list can bemodified at any time, i.e. adding
new speakers on‐the‐fly is possible, provided that a short
and relatively noiseless utterance can be obtained.

For easy comparison, it is possible to switch between
two output audio modes ‐ the user can listen to the mix‐
ture exactly as it is being recorded by the 1st microphone
(i.e. noisy), or to the output of the source extraction algo‐
rithm.

TheGUI also contains a switch that enables or disables
the tracking functionality. Once tracking is enabled, the
algorithm’s estimate of the SOI’s angular position relative
to the current facing of the array (shown in a polar plot)
will be sent to the motor controller, which will turn the
array in towards the source.

On‐line DEMO
The devicewill be accessible during the conference for

a live presentation. Visitors will be able to inspect the de‐
vice itself as well as the signal processing system to eval‐
uate the extraction algorithm’s performance.
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