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Online ImplementaƟon of Independent Vector
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SeparaƟon of the sources from mixture is interesƟng field of audio processing. This paper is focusing only on extracƟon of the one
source from mixture. We propose a novel approach how to achieve this task in online processing.
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Mixing Models
The Short-Ɵme Fourier Transform (STFT) model of the ob-

served signals can be described as a determined instantaneous
mixture ofM sources

Xk,ℓ = AkSk,ℓ, (1)

where Sk,ℓ and Xk,ℓ denote (M × 1) vectors of the original and
mixed signals respecƟvely. The k = 1, . . . ,K denote frequency
bin and ℓ = 1, . . . , L denote frame index. Ak denotes (M ×M )
non-singular mixing matrix. To obtain separated sources from
a mixture, we can employ Independent Vector Analysis (IVA)
[1]. IVA assume mutual independence of original signals Sk,ℓ
on each frequency bin k, however assume mutual dependence
between frequency within each signal.

To obtain separated sources from themixturewe are looking
for demixing matrixWk, which fulfills

WkXk,ℓ = WkAkSk,ℓ ≈ Sk(ω, ℓ). (2)

In determined BSS scenarios, the separaƟon of all sources
in mixture is provided. This can lead to obtaining unnecessary
source signals. For example, in scenario with one speaker in
noisy environment, we are interested only in speech signal and
separaƟon of noise signals is redundant. The proposiƟon to sep-
arate one parƟcular source, Signal of Interest (SOI), is referred
as Blind Source ExtracƟon (BSE). The model (1) can be rewriƩen
in the terms of BSE as

Xk,ℓ = AkSk,ℓ = aksk,ℓ + Yk,ℓ, (3)

where ak is mixing vector for desirable source, Sk,ℓ denotes SOI
and Yk,ℓ is mixture of the rest of the sources. In the IVA we
assume mutual independence between all sources in mixture.
This assumpƟon can be extended to the BSE, however only the
independence between SOI and rest of the mixture Yk,ℓ is re-
quired. This approach is referred as Independent Component
ExtracƟon (IVE)[2].

To obtain SOI, the extracƟng vector wk needs to be found.
Let demixing matrixWk be parƟƟoned as

Wk =

(
wH

k

Bk

)
=

(
βk hHk
gk −γkIM−1

)
, (4)

where wk is (M × 1) separaƟng vector associated with SOI, ·H
denotes hermiƟan transpose, Bk is (M × M − 1) matrix and
IM−1 (M − 1×M − 1) idenƟty matrix.

Because of relaƟon Ak = W−1
k , the mixing matrix Ak can be

also parƟƟoned as Ak =
(
ak Dk

)
, where ak is mixing vector

associated with and Dk is (M × M − 1) mixing matrix associ-
ated with Yk,ℓ. The mixing vector ak and extracƟon vector wk

are linked throughwH
k ak = 1. To guarantee BkXk,ℓ do not con-

tain any contribuƟon of , Bk needs to be orthogonal to ak, i.e.,
Bkak = 0.

Independent Vector ExtracƟon
The main assumpƟon in IVE is that sk and Zk,ℓ are mutually

independent. The goal is to find wk and ak such that wH
k Xk,ℓ

andBkXk,ℓwill be independent as possible. The probability den-
sity funcƟon (pdf) of the mixed signals for one block is

px,b(Xk,ℓ) = ps,b(wH
k Xk,ℓ) · pz,b(BkXk,ℓ) · | detWk|2. (5)

To obtain wk and ak, we can apply log-likelihood principle
on (5). Log-likelihood funcƟon for our problem reads

L(wk, ak) = log ps,b(wH
k Xk,ℓ)
log pz,b(BkXk,ℓ) + log | detWk|2. (6)

Because the separaƟon of the Zk,ℓ is not expected, we can
assume pz,b(·) to be circular Gaussian with covariance matrix
Ĉz = E[ZHk,ℓZk,ℓ]. The pdf ps,b(·) is usually unknown, therefore
is replaced by model pdf f(·). The expression | detWk|2 can
be replaced by |γ|2(d−2). The log-likelihood funcƟon (6) is op-
Ɵmized in variables ak and wk. However, ak and wk are linked
through distorƟon-less responsewh

kak = 1. Unfortunately, this
connecƟon is too weak and esƟmated ak andwk can be associ-
ated with different sources. To overcome this problem, orthog-
onal constraint (OC) is introduced. The relaƟon of ak and wk

through OC reads

ak =
Cxwk

wH
k Cxwk

(7)

where Cx = Eℓ

[
XHk,ℓXk,ℓ

]
. UƟlizing OC, the contrast funcƟon

can be derived form the log-likelihood funcƟon (6)

J(wk) = E
[
f(wH

k Xk,ℓ)
]

− E
[
XHk,ℓBHk Ĉ−1

z BkXk,ℓ
]
+ (d− 2) log |γk|2, (8)
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In [2] is proposed to minimize the funcƟon (8) by steepest de-
scend method.

Online AuxIVE
The selecƟon of proper step size in steepest descent algo-

rithm can be a difficult task. In this paper we propose to avoid
step size completely by employing auxiliary funcƟon technique.
The object funcƟon is not minimized directly, but alternaƟvely
in original object funcƟon and in auxiliary funcƟon. The proper
selecƟon of the auxiliary funcƟon can provide fast and stable
update rule. The general idea is to find funcƟon which is easy to
minimize, preferably to have first derivaƟve closed soluƟon. In
[3] is proposed to use following theorem to find suitable auxil-
iary funcƟon

Theorem 1 For f(z) = fR(∥z∥2) ∈ Sf holds

f(z) ≤ f ′
R(r0)

2r0
∥z∥22 +

(
fR(r0)−

r0f
′
R(r0)

2

)
(9)

where Sf is defined as

Sf = {f(z)|f(z) = fR(∥z∥2)} (10)

and fR is conƟnuous and differenƟable funcƟon of a real vari-
able r saƟsfying that f ′

R(r)/r is conƟnuous everywhere and it
is monotonically decreasing in r ≥ 0. The equality sign in (9) is
saƟsfied if and only if r0 = ∥z∥2.
To derive suitable auxiliary funcƟon from (8) uƟlizing theorem
(9) only the first part of the funcƟon J is needed to be taken to
the consideraƟon. This leads to

E
[
f(wH

k Xk,ℓ)
]
≤ E

[
f ′(r)

2r
wH

k Xk,ℓXHk,ℓwk

]
+G =

=
1

2
wH

k E

[
f ′(r)

r
Xk,ℓXHk,ℓ

]
wk +G =

1

2
wH

k Vkwk +G,

(11)

where Vk = E
[
f ′(r)
r Xk,ℓXHk,ℓ

]
is auxiliary variable andG is con-

stant term independent of wk. The equaƟon (8) is then rewrit-
ten to the form

Q(wk,Vk) =
1

2
wH

k Vkwk

− E
[
XHk,ℓBHk C−1

z,bBkXk,ℓ
]
+ (d− 2) log |γb|2. (12)

The funcƟon Q(wk,Vk) have to be minimized in Vk and wk al-
ternaƟvely. The minimizaƟon of (12) in Vk is easily obtained. In
the online scenario, the separaƟon is done only over one or a
few batch of frames. Thus funcƟon (12) have to be computed
only over b number of the frames. To avoid extreme change
in computed demixing vector wk, the past computaƟon is in-
cluded. The update rule ofQ(wk,Vk) forwk is obtained by solv-
ing derivaƟon of (12) respect to wH

k equals to 0. This leads to
the following update rule

Ĉx,b = αĈx,b−1 + (1− α)Eb

[
XHk,bXk,b

]
, (13)

rb = ∥wH
k Xk,b∥2, (14)

Vk,b = αVk,b−1 + (1− α)Eb

[
f(rb)

′

rb
XHk,bXk,b

]
, (15)

wH
k = aHk V−1

k,b, (16)

where α is forgeƫng factor controlling change of the computed
demixing vector wk.

Experiments
The experiment was provided over simulated mix-

ture recorded on 5 microphones. One signal was 10s
recording of female speaker situated 1 meter in front
of microphone field. The second signal was white noise
signal on the 70 degree posiƟon from microphone field
in 2 meter distance. The seƫng for the method were
α = 0.96 and number of frames 1,20,50 and 80 in block.

Figure 1: my capƟon of the figure
In the figure 1 the improvement of Signal-to-Noise raƟon are

shown for each seƫng. The best method is with 80 block size,
however the computaƟon Ɵme is 10.7 seconds. In other hand
online method need only 1.7 seconds.

Conclusion
The online version of the Independent Vector Analysis based

on Auxiliary funcƟon is presented in this paper. In the ex-
perimental part we compare online proposed method with
batch online method with variable frame block size. The on-
line method shown promising result. However more research is
needed in this area.
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